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Abstract. This paper expands upon the work of Peter Olver’s paper [Appl. Algebra Engrg.
Comm. Comput. 11 (2001), 417–436], wherein Olver uses a moving frames approach to
examine the action of a group on a curve within a generalization of jet space known as
multispace. Here we seek to further study group actions on the multispace of curves by
computing the infinitesimals for a given action. For the most part, we proceed formally,
and produce in the multispace a recursion relation that closely mimics the previously known
prolongation recursion relations for infinitesimals of a group action on jet space.
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1 Introduction

In STEM fields, we are often interested in studying solutions to various types of differential
equations (DEs). To do this, we usually create computer models that predict the behavior
of solutions to particular DEs with prescribed boundary conditions. Then, these predictions
can be compared to a known data set and the resulting differences between the sampled and
predicted data analyzed to help determine the correctness of the model. While this has generally
served us well, the unfortunate truth is that the computers we use to construct such models are
fundamentally limited.

Put bluntly, the problem comes down to one foundational question: how do we deal with
imperfect data for a solution to a DE? Up until this point, one of the most effective methods for
studying solutions to DEs has been to study the set of symmetries of the solutions to the given
DE under a given group action. In fact, this was one of the favored approaches of Cartan for
determining the existence of solutions to DEs. More recently, many of Cartan’s methods were
modernized by Peter Olver and Mark Fels in their seminal papers on moving frames (see [5, 6]).
So, it is then natural to ask what happens when we try to adapt this modern approach to Cartan’s
methods to something a bit more discrete? This is the topic of [14], where the multispace of
curves in a manifold is first defined.

The goal behind the construction of multispace was to generalize the notion of jet spaces.
Specifically, multispace was designed to allow for the imposition of different types of contact
conditions at multiple points along a solution curve. Intuitively, this makes sense as an approx-
imation method. For any set of contact conditions at any finite set of points along a curve, we
can construct a polynomial meeting those contact conditions. Thus we can locally approximate
the solution curve using the constructed interpolating polynomial curve. This polynomial curve
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can then be used as the representative for the equivalence class of all smooth curves meeting the
desired contact conditions. The idea, then, is to study how groups act on these (multicontact)
equivalence classes of curves by studying how they act on their polynomial representatives. We
then wish to see if the symmetry relationships that we know for the smooth curves under a given
group action can be expanded in some meaningful way to their entire multicontact equivalence
class.

In [13], Olver determined how to describe the action of the group on the entire multispace and
determined how to obtain what he termed “multiinvariants” for the action. He did not, however,
examine how to prolong such actions on equivalence classes of curves within multispace, and
that is what we seek to do in this paper. To this end, there are several natural questions to ask:

(i) How does the discrete analogue for the prolongation of a group action behave when it is
restricted to curves?

(ii) What are the infinitesimals for the infinitesimal generators of the action of a group on such
a curve?

(iii) How do these infinitesimals behave under the natural analogue of prolongation of a group
action (i.e., do they satisfy a similar differential relation to the general prolongation formula
as given in [12, p. 110])?

We will answer all three of these questions in this paper, with the main theorem being that
the answer to question (iii) is a resounding “Yes!”. The answer to the first question requires
the construction of an operator, denoted ∆

∆x , that mimics the behavior of d
dx . More precisely,

in terms of the multispace coordinates
(
x, u, u

(1)
, . . . , u

(n))
on M (n) (a multispace of M), we

would like to have ∆
∆x

[
u

(k)]
= u

(k+1)
just as d

dx

[
u(k)

]
= u(k+1) on J (n) (the jet space of M).

Then, after determining how group actions affect multispace coordinates, it will be possible
to show that the infinitesimals associated with an infinitesimal generator of a group action on
a curve’s equivalence class in multispace obey a recursive relation. Moreover, this relation,
detailed in Theorem 4.3, can be shown to closely mirror the recursive prolongation formula used
to determine the infinitesimals for a group action on the jet space of curves in a manifold.

2 Background

There are two things that require introduction before the main body of the paper: Olver’s
multispace for curves, and the infinitesimals for the action of a Lie group on a manifold. The
manifolds that we will be most interested in for this paper are analogous to those that arise as the
solutions to differential equations. In other words, the results of this paper can be contextualized
as examining the way that a group action on a generalization of jet space – multispace – affects
the graph of the solution of a differential equation as it appears within that multispace.

2.1 Jet space

Since Olver’s multispace of curves is designed to be an expansion on the idea of jet space, it
seems prudent to begin with a quick reminder of how jet space works. For the uninitiated, jet
space is a tool which helps us answer the following question: Given two curves in a manifold,
how do we determine if these two curves contain “essentially the same” differential information
up to some order? The notion of equivalence that is sought here is known as k-th order contact
equivalence and is captured in the following definitions:

Definition 2.1. Let t be a coordinate on R and let k ≥ 0. Two differentiable maps f, g : R → R
with f(0) = g(0) = 0 are said to have k-th order contact at 0 if

f (1)(0) = g(1)(0), f (2)(0) = g(2)(0), . . . , f (k)(0) = g(k)(0),
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where f (i)(t) is the i-th derivative of f with respect to t. Equivalently, the two maps f and g
may be said to have the same k-jet at 0.

This notion of jet space can then be naturally extended to manifolds:

Definition 2.2. Let M , N be differentiable manifolds and f, g : M → N be two maps. Then f
and g are said to have k-th order contact at p ∈ M if

(i) f(p) = g(p) = q, and

(ii) for all maps u : R → M and v : N → R with u(0) = p and v(q) = 0, the differentiable
maps v ◦ f ◦ u and v ◦ g ◦ u have the same k-jet at 0.

As a consequence of Definition 2.2, we can then say that two differentiable maps f, g : M → N
have the same k-jet at p if and only if all the derivatives up to order k with respect to the
coordinates in any pair of local coordinate systems around p and q agree. In more familiar
terms, this means that the Taylor series of f and g agree up to order k near the point p.

2.2 Polynomial interpolation

A full discussion of Olver’s multispace of curves also requires a brief review of the basics of
polynomial interpolation. It is well known that given a real-valued function of one variable f
and a set of n+1 distinct points on the graph of f , {(xi, fi)}ni=0 (where fi = f(xi)), there exists
a unique degree n polynomial

p(x) = a0 + a1x+ · · ·+ anx
n

such that p(xi) = fi for each i = 0, . . . , n. Such a polynomial is called an interpolating polynomial
of f at the points {(xi, fi)}ni=0, and the basic idea behind the multispace of curves is that such
a polynomial can then be used as a sort of n-th order approximation for the function whose
graph passes through the interpolated points. This coincides with the familiar notion that the
truncated n-th order Taylor series may be viewed as an n-th order approximation to the function
with graph passing through a single point.

To determine this interpolationg polynomial, we need only to solve the system of equations

a0 + a1x0 + a2x
2
0 + · · ·+ an−1x

n−1
0 + anx

n
0 = f0,

a0 + a1x1 + a2x
2
1 + · · ·+ an−1x

n−1
1 + anx

n
1 = f1,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
a0 + a1xn + a2x

2
n + · · ·+ an−1x

n−1
n + anx

n
n = fn

for the coefficients a0, . . . , an. This system may be rewritten as a matrix equation of the form
V a = f to obtain

1 x0 x20 · · · xn0
1 x1 x21 · · · xn1
...

...
...

. . .
...

1 xn x2n · · · xnn


︸ ︷︷ ︸

V


a0
a1
...
an


︸ ︷︷ ︸

a

=


f0
f1
...
fn


︸ ︷︷ ︸

f

.

The matrix V is called the Vandermonde matrix or the sample matrix for the interpolation
problem. Whenever the points xi are distinct, V is known to be invertible, so solving for the
coefficients of the interpolating polynomial is as simple as multiplying by the inverse of V .
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2.3 The Olver multispace

It is now possible to give a recap of Olver’s description for the multispace of curves as it appears
in [13]. Once again, the idea behind multispace is to extend the notion of the jet space in
a natural way. In particular, we still wish study the equivalence classes of curves in a manifold
up to some imposed contact conditions at prescribed points. However, unlike in the jet space
wherein we might consider the n-th order contact condition for a function u at a given point
x0, in the multispace it will instead be possible to consider a set of contact conditions imposed
at a collection of points {x0, . . . , xk} up to, what we will call, n-th order multicontact. What
is meant by “n-th order multicontact” will need to be expounded upon, but we will want for
it to be consistent with the usual notion of contact equivalence. Put succinctly, the notion of
multicontact equivalence in multispace should to the usual notion of contact equivalence on the
jet space when n-th order multicontact on the singleton set {x0} is considered.

Definition 2.3. An (n + 1)-pointed manifold is an object M = (z0, . . . , zn;M) consisting of
a smooth manifold M and n+1 not necessarily distinct points z0, . . . , zn ∈ M . Given M , we let

ni = #{j : uj = ui}

be the number of points that coincide with ui.

Definition 2.4. Two (n + 1)-pointed curves C and C̃ in a manifold M are said to have n-th
order multi-contact if and only if there exists a permutation σ : {0, . . . , n} → {0, . . . , n} such
that

zi = z̃σ(i) and jni−1C|zi = jni−1C̃
∣∣∣
zσ(i)

for each i = 0, . . . , n.

where jkC is the k-th jet of the curve C.1

Definition 2.5. The n-th order multispace on curves in a manifold M , denoted M (n), is the
set of equivalence classes of (n+ 1)-pointed curves in M under the equivalence relation of n-th
order multicontact. The equivalence class of an (n+ 1)-pointed curve C is called an n-th order
multijet, and denoted jnC ∈ M (n).

Under this definition, when all the points on C are distinct, then jnC = jnC̃ if and only
if C and C̃ are coincident at all n + 1 points. On the other hand, if z0 = · · · = zn, then the
curves will be equivalent if and only if they satisfy the same n-th order contact condition at the
point z0.

Definition 2.6. Let z0 and z1 be points on the two-pointed curve C. Then the limit of C as z1
coalesces to z0 (a.k.a. the coalescent limit of C) is defined by the limit of the sequence (z̃i)

∞
i=0

where z̃0 = z1, z̃i → z0, and every z̃i lies on C. Likewise, if the points (zi)
n
i=0 are points on

an n+ 1 pointed curve, then the coalescent limit as all of the points coalesce to the basepoint z0
is determined by taking the coalescent limit of each pair z0 and zi for 1 ≤ i ≤ n.2

Definition 2.7. Let
(
x, u1(x), . . . , um−1(x)

)
be a local coordinate expression for a curve C on

an m-manifold M . An (n+ 1)-pointed graph consists of the graph of the smooth function u(x)
together with (n+ 1) not necessarily distinct points zi = (xi, ui) on the graph.

1This definition varies slightly from the one given in [13] and instead reflects the one given in [11]. The main
distinction is that the definition found in [11] accounts for relabeling of the points.

2It is known that the coalescent limit defined this way is independent of the order in which the points zi are
chosen to coalesce to z0 (cf. [1, 15]).
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It is now possible to define the classical divided differences [z0, z1, . . . , zn] by the recursive
rule

[z0, z1, . . . , zk−1, zk] =
[z0, z1, . . . , zk−2, zk]− [z0, z1, . . . , zk−2, zk−1]

xk − xk−1
, [zj ] = uj .

In the case where u is Rm−1-valued, the divided differences can be defined component-wise.
When all of the points xi are distinct, these divided differences are well defined, and may be
denoted by u[xi0 , . . . , xik ]. If, however, the xi are not distinct, we have the following.

Definition 2.8. Given an (n+ 1)-pointed curve C = (z0, . . . , zn;C), its divided differences are
defined by [zj ]C = uj , and

[z0, z1, . . . , zk]C = lim
z→zk

[z0, z1, . . . , zk−2, z]C − [z0, z1, . . . , zk−1]C
x− xk−1

.

When taking the limit, the point z = (x, u(x)) must lie on the curve C, and take limiting values
as x → xk and u(x) → uk.

This allows for the determination of the coalescent limit along a curve as several points
(zi1 , . . . , zir) coalesce to a single basepoint z0 by recursively applying the above definition. Such
a limit will be denoted using the notation

c-lim
(zi1 ,...,zir )→z0

C.

Proposition 2.9 ([13]). If zi = (xi, ui) where all of the (xi) are distinct, then the unique
interpolating polynomial at the points z0, . . . , zn of degree ≤ n is given by

p(x) = u[x0] + u[x0, x1](x− x0) + · · ·+ u[x0, . . . , xn](x− x0) · · · (x− xn−1),

or, equivalently,

p(x) = [z0] + [z0, z1](x− x0) + · · ·+ [z0, . . . , zn](x− x0) · · · (x− xn−1).

We will call this unique polynomial the n-th order Newton approximation of the function u(x)
based at the points (xi).

Theorem 2.10 ([13]). Two (n + 1)-pointed curves C, C̃ have n-th order multicontact if and
only if they have the same divided differences:

[z0, z1, . . . , zk]C = [z0, z1, . . . , zk]C̃ , k = 0, . . . , n.

2.4 Infinitesimals of group actions on jet space

We now turn to the topic of infinitesimals of group actions on jet space. These infinitesimals
provide a natural way of studying subspaces of jet space under a group action by giving a way to
(1) determine what group actions leave the subspace invariant and (2) transform the subspace
into a new (equivalent) subspace that is easier to work with. For more information on the
particulars of this process, the reader may refer to [12].

Consider the action of a Lie group G on a manifold M . The orbits of the action of any one-
parameter subgroup γ(ε) (with γ(0) = e) of G on M appear as the integral curves of a vector
field vγ . This vector field is then called the infinitesimal generator for the action of the one-
parameter subgroup. Indeed, if we take y = (y1, . . . , ym) to be coordinates on M , then the
infinitesimal generator may be locally expressed as

vγ =

m∑
i=1

ζi,γ(y)
∂

∂yi
,
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where the symbols ζi,γ(y) will be called the infinitesimals for the one-parameter group action.
The infinitesimal generators that are of interest to us in this work are those arising from the
action of a one-parameter subgroup of G on a manifold M2 with local coordinates (x, u).3 In
this case, for the one-parameter subgroup, γ(ε), the infinitesimal generator takes the form

vγ = ξγ(x, u)
∂

∂x
+ φγ(x, u)

∂

∂u
.

When we consider the action on a curve in J (0)(R,R) = M representing the solution to the DE
F
(
x, u, u(1), . . . , u(n)

)
= 0, it is possible to see that the ODE describes an embedded submanifold

of the larger jet space J (n) with local coordinates
(
x, u, u(1), . . . , u(n)

)
. If we were to then consider

the infinitesimal generator of the induced one-parameter group action on J (n)(R,R), it would
have an expression of the form

v(n)
γ = ξγ(x, u)

∂

∂x
+ φγ(x, u)

∂

∂u
+ φ[1],γ

(
x, u, u(1)

) ∂

∂u(1)
+ · · ·

+ φ[n],γ

(
x, u, u(1), . . . , u(n)

) ∂

∂u(n)
.

Here the infinitesimals are obtained from the induced group action on J (n)(R,R) using the
standard method for change of coordinates. More specifically, if

(x̃(x, u; ε), ũ(x, u; ε)) = γ(ε) · (x, u),

then

ξγ(x, u) =
d

dε

∣∣∣∣
ε=0

[x̃] , φγ(x, u) =
d

dε

∣∣∣∣
ε=0

[ũ] , φ[1],γ(x, u) =
d

dε

∣∣∣∣
ε=0

[
dũ

dx̃

]
,

φ[2],γ(x, u) =
d

dε

∣∣∣∣
ε=0

[
d2ũ

dx̃2

]
, . . . .

This new vector field, v
(n)
γ , with infinitesimals as given above, is then known as the n-th

prolongation of the vector field vγ , and it serves as the infinitesimal generator of the prolonged
group action on the jet space. We may also sometimes refer to the prolongation of M without
referring to any particular group G. In this case, we are simply referring to the natural extension
from M with local coordinates (x, u) to J (n) with local coordinates

(
x, u, u(1), . . . , u(n)

)
obtained

by taking derivatives.

Note. For ease of notation, the subscript γ will be dropped in the rest of this paper unless it is
otherwise necessary.

The reader should also note here that there is a difference between the k-th derivative of φ
with respect to x, which would be denoted by φ(k), and the infinitesimal for the prolongation of
the k-th derivative, which is denoted by φ[k]. There is, however, a recursive relationship between
these two objects, as is given in the following proposition.

Proposition 2.11 ([8, 13]).

φ[k] =
d

dx

[
φ[k−1]

]
− u(k)

d

dx
ξ, (2.1)

where u(k) is the k-th derivative of u, and d
dx is the total derivative. Equivalently, this relation

may be stated as

φ[k] =
dk

(dx)k
φ−

k∑
i=1

(
k

i− 1

)
diu

(dx)i
dk−i+1ξ

(dx)k−i+1
, (2.2)

3The definition for Mn with coordinates (x,u) is analogous, but gets a bit notationally cumbersome.
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or as

φ[k] =
dk

(dx)k
[
φ− u(1)ξ

]
+ u(k+1)ξ, (2.3)

where dk

(dx)k
is the k-th total derivative. This third equation is also known as the characteristic

form of the prolongation formula and φ− u(1)ξ is known as the characteristic of v.

The (arguably) most important application of the characteristic formula can be found in the
proof of the Noether theorems for variational symmetries and conservation laws. With this in
mind, it will be the goal of this paper to reconstruct the above formulae, or something similar
to them, in the case of multispace.

3 Differential structure

As opposed to the jet space prolongation where we were able to jump directly into the com-
putation of the infinitesimals for a group action, some issues arise when we attempt to define
the appropriate analogue of prolongation for n-pointed curves in multispace. Differentiating, for
example, can be a bit tricky. As such, it is first necessary to build up the differential structure
for general divided differences before considering what it means to prolong a group action on
a curve in multispace.

Whereas in the traditional jet space the lift of the n-jet at a given point along a curve to an
(n+1)-jet is uniquely determined, the notion of “multi-contact” that allows for the construction
of polynomial approximations of curves makes it so that the lift is no longer unique. Indeed,
we can extend the n-th order contact condition at a point (x0, u0) along the curve to either an
(n + 1)-st order contact condition at that point, or to a n-th order contact condition at that
point and a transversality condition at some other point (x1, u1). Thus, a methodology which
tracks this extra information for the analogue of prolongation in the multispace is required.

3.1 Notation and divided differences

We begin by giving a presentation of the classical divided difference formulas that will be more
useful throughout the rest of the paper. For simplicity, we will restrict to the case of scalar-
valued u.4 Let U be an open subset of R; then for x0, x1 ∈ U , we will let ∆

(1)
denote the

determinant of the Vandermonde matrix given by

∆
(1)

=

∣∣∣∣1 x0
1 x1

∣∣∣∣ ,
and for x0, x1, x2 ∈ U , we will let

∆
(2)

=

∣∣∣∣∣∣
1 x0 x20
1 x1 x21
1 x2 x22

∣∣∣∣∣∣ ,
and so on.5

Definition 3.1. We say that the set Γ = {xi ∈ U : i = 0, . . . , n} is a multispace lattice of order

n and basepoint x0 if ∆
(n) ̸= 0, i.e., if the xi are all distinct.

4The formulas presented here can be easily extended to vector-valued u using component-wise application of
the presented formulas

5The idea with this notation is that the superscript will eventually denote the order of the derivative approxi-
mation.
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To prove Proposition 4.2, it is also necessary to introduce the notation ∆
(k)(

u, xℓ
)
to repre-

sent the determinant wherein the column corresponding to xℓ is replaced with the values of u
evaluated at each of the xi. So, for example, ∆

(4)(
u, x2

)
will denote the matrix

∆
(4)(

u, x2
)
=

∣∣∣∣∣∣∣∣∣∣
1 x0 u0 x30 x40
1 x1 u1 x31 x41
1 x2 u2 x32 x42
1 x3 u3 x33 x43
1 x4 u4 x34 x44

∣∣∣∣∣∣∣∣∣∣
.

Proposition 3.2 ([7]). Given u : U → R and n + 1 distinct points (x0, . . . , xn) ∈ U , the n-th
order Newton approximation for the points {(xi, ui)} is given by

p(x) = u0 +
∆

(1)
(u, x)

∆
(1)

(x− x0) +
∆

(2)(
u, x2

)
∆

(2)
(x− x0)(x− x1) + · · ·

+
∆

(n)
(u, xn)

∆
(n)

(x− x0) · · · (x− xn−1).

Corollary 3.3 ([13]).

c-lim
(x0,...,xk)→x0

∆
(k)(

u, xk
)

∆
(k)

=
u(k)(x0)

k!
.

As is shown in [13], the coalescent limit for divided difference formulas is well defined and
independent of the order in which pairs of points are allowed to coalesce. And so we will
introduce the general notation

u
(k)

:= k!
∆

(k)(
u, xk

)
∆

(k)
,

where the upper parenthetical index is used to keep track of the number of points used to
construct the derivative approximation (in this case, k + 1 points). In terms of this notation,

a multispace M (n) can then be given local coordinates
(
x0, . . . , xn, u

(0)
, u

(1)
, . . . , u

(n))
analogous

to the coordinates on J (n) given by
(
x, u, u(1), . . . , u(n)

)
. This notation will also sometimes be

extended to keep track of the basepoint of the lattice. So the notation u
(k)
(xi) will refer to the

divided difference formula on the lattice Γi = {xi, . . . , xi+k}.
This notation also provides a familiar way of expressing the formula in Proposition 3.2:

p(x) =
u

(0)

0!
+

u
(1)

1!
(x− x0) +

u
(2)

2!
(x− x0)(x− x1) + · · ·+ u

(n)

n!
(x− x0) · · · (x− xn−1).

When we compare this to the Taylor series for u, we arrive at the convenient formula

c-lim
(x0,...,xk)→x0

u
(k)

= u(k)(x0).

We can now state more precisely what we mean by the prolongation of a curve in M .

Definition 3.4. Given a 1-pointed curve in M consisting of the graph of a smooth function u(x)
of 1 variable together with a point (x0, u0) on the graph, the n-th order multispace prolongation
of u at the (not necessarily distinct) points (x0, . . . , xn), is given by evaluating the (possibly coa-

lesced) divided differences u
(k)

of u for 1 ≤ k ≤ n. The points used for the divided differences are
assumed to be taken using the ordering imposed by (x0, . . . , xn). When the points (x0, . . . , xn)
are understood, we will commonly refer to this as the n-th prolongation of u.
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Likewise, when we wish to extend an n-th order prolongation of u at the points (x0, . . . , xn)
to an (n+1)-st order prolongation at the points (x0, . . . , xn, xn+1), this may be done by adding
a point and computing the appropriate divided differences. We will commonly refer to this
process of extending the order by 1 as prolonging the n-pointed curve.

This definition preserves the usual projection maps from jet space. If we consider the n-th

prolongation of u, M
(n)
(x0,...,xn)

, then π : M
(n)
(x0,...,xn)

→ M
(n−1)
(x0,...,xn−1)

is well defined and reduces to

the usual projection map on jet spaces π : J
(n)
x0 → J

(n−1)
x0 when x0 = x1 = · · · = xn. The key

thing to note about this mapping is that, unlike in the jet case, the extension from M (n−1)

to M (n) is not unique: it depends on the choice of the point xn. This is something that to be
keenly aware of as we construct ∆

∆x , the appropriate analogue for d
dx .

3.2 Derivatives of discrete equations

Before the infinitesimals can be computed, we will need to devise an operator that takes the
approximation for the k-th derivative of a function u at a given point, x0, denoted u

(k)
(x0), to

the approximation for the (k+ 1)-st derivative. That is to say, we desire some operator ∆
∆x that

mimics the smooth operator d
dx in the sense that

∆

∆x

[
u

(k)]
= u

(k+1)
.

Some examination of the recursive definitions for the divided difference formulae shows that
the appropriate definition for the discrete derivative of u

(k)
at the basepoint xr may be given by

∆

∆x

[
u

(k)
(xr)

]
=

k + 1

xk+r+1 − xr
(S − id)

[
u

(k)
(xr)

]
= u

(k+1)
(xr),

where S is the shift operator S[ui] = ui+1.

The natural extension of this operator to a higher-order derivative dn

dxn can then be obtained
by iteratively applying the definition

∆
(n)

∆x
(n)

[
u

(k)
(xr)

]
:=

k + n

xk+n+r − xr
(S − id)

×
[

k + n− 1

xk+n+r−1 − xr
(S − id)

[
· · · k + 1

xk+r+1 − xr
(S − id)

[
u

(k)
(xr)

]
· · ·

]]
= u

(k+n)
(xr).

This definition may then be broadened to any expression ur,...,k+r depending on the points
{xr, . . . , xk+r}:

∆

∆x
[ur,...,k+r] =

k + 1

xk+r+1 − xr
(S − id) [ur,...,k+r] .

Proposition 3.5. Let {Γr} be a sequence of lattices with Γr = {xr, . . . , xk+r} and Γr ∩ Γr+1 =
{xr+1, . . . , xk+r}. Suppose that ur,...,k+r and vr,...,k+r are functions defined on Γr. Then the
following properties hold:

1. Formal commutation with shifts:

∆

∆x
[S [ur,...,k+r]]

∣∣∣∣
Γr+1

= S

[
∆

∆x
[ur,...,k+r]

∣∣∣∣
Γr

]
,



10 P. Rock

where the shift is assumed to modify the basepoint from xr to xr+1. That is, if ur,...,k+r

is defined on a lattice Γr, then (assuming that Γr+1 is defined) S[ur,...,k+r] is the same
algebraic expression, but defined on the lattice Γk+1 given by incrementing the subscripts
by 1.

2. Product rule:

∆

∆x
[(uv)r,...,k+r] =

∆

∆x
[ur,...,k+r] vr,...,k+r + S [ur,...,k+r]

∆

∆x
[vr,...,k+r] .

3. Quotient rule:

∆

∆x

[
ur,...,k+r

vr,...,k+r

]
=

vr,...,k+r
∆
∆x [ur,...,k+r]− ur,...,k+r

∆
∆x [vr,...,k+r]

vr,...,k+r · S [vr,...,k+r]
.

Proof. 1. The formal commutation with shifts arises from a simple application of the definitions
as follows:

∆

∆x
[S [ur,...,k+r]]

∣∣∣∣
Γr+1

=
∆

∆x
[ur+1,...,k+r+1] =

k + 1

xk+r+2 − xr+1
(S − id)[ur+1,...,r+k+1]

= S

[
k + 1

xk+r+1 − xr
(S − id)[ur,...,k+r]

]
= S

[
∆

∆x
[ur,...,k+r]

∣∣∣∣
Γr

]
.

2. To obtain the product rule, we apply the definition of our differential operator once more
and trace through the algebra:

∆

∆x
[(uv)r,...,k+r] =

k + 1

xk+r+1 − xr
(S − id)[(uv)r,...,k+r]

=
k + 1

xk+r+1 − xr
[(uv)r+1,...,k+r+1 − (uv)r,...,k+r]

=
k + 1

xk+r+1 − xr
[(uv)r+1,...,k+r+1 − ur+1,...,k+r+1vr,...,k+r]

+
k + 1

xk+r+1 − xr
[ur+1,...,k+r+1vr,...,k+r − (uv)r,...,k+r]

= S [ur,...,k+r]
∆

∆x
[vr,...,k+r] +

∆

∆x
[ur,...,k+r] vr,...,k+r.

3. Lastly, for the quotient rule, we once more apply the definition of the operator and follow
the algebra. Note that some special care needs to be taken to make sure that the shift operator
is tracked appropriately:

∆

∆x

[
ur,...,k+r

vr,...,k+r

]
=

k + 1

xk+r+1 − xr
(S − id)[

ur,...,k+r

vr,...,k+r
]

=
k + 1

xk+r+1 − xr

[
ur+1,...,r+1+k

vr+1,...,r+1+k
−

ur,...,k+r

vr,...,k+r

]
=

k + 1

xk+r+1 − xr

[
ur+1,...,r+1+kvr,...,k+r − ur,...,k+rvr+1,...,r+1+k

vr,...,k+rvr+1,...,r+1+k

]
=

k + 1

(xk+r+1 − xr)vr,...,k+rvr+1,...,r+1+k
[(ur+1,...,r+1+k − ur,...,k+r)vr,...,k+r

+ ur,...,k+r(vr,...,k+r − vr+1,...,r+1+k)]

=
vr,...,k+r

∆
∆x [ur,...,k+r]− ur,...,k+r

∆
∆x [vr,...,k+r]

vr,...,k+r · S [vr,...,k+r]
. ■
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Corollary 3.6 ([1, 16]). If u and v are both defined on a lattice with basepoint x0, then

∆
(n)

∆x
(n)

[(uv)0,...,n] =

n∑
k=0

(
n

k

)
Sk

[
∆

(n−k)

∆x
(n−k)

[u0,...,n]

]
∆

(k)

∆x
(k)

[v0,...,n] .

Of course, we may not always desire to take the discrete derivative of a product where each
term in the product depends on exactly the same number of sample points (as in the above
proposition). Indeed, as it currently stands, the following derivative is not well defined when
k ̸= l:

∆

∆x
[ur,...,k+rvr,...,l+r] .

We can fix this problem if we take our lattices to be evenly spaced so that xi = x0 + ih for
some h > 0. Then we have

k + 1

xk+1 − x0
=

l + 1

xl+1 − x0
=

k + l + 1

xk+l+1 − x0
=

1

h
.

However, lattices with such restrictions have already been studied rather extensively (see
[2, 3, 9, 10]), so it would be a bit redundant to cover it again here. In addition, in order to work
on the multispace, we must allow for any pair of points to coalesce, and so restricting to only
evenly spaced lattices will not allow us to generalize the method for prolongation of the group
action in the way that we desire.

4 Computation of the infinitesimals

Now that the differential structure for general divided differences has been formally defined, it
is possible to move on to the computation of the infinitesimals for group action on multispace.
Special care needs to be taken in the computation of these infinitesimals, however. Not only do
the infinitesimals need to be well defined, but they also need to behave in a way that is consistent
with the prolongation formulae for jet space. Then, so long as the full coalescent limit is defined,
it will be defined for any subset of points (hence, the entire multispace), and we will be able to
obtain a formula for the action of the group on a prolongation of any multispace curve. In this
way, our general strategy for this section will be to begin with finding the prolongation formulae
for group actions on the multispace coordinates, and then we may check to see that as points
coalesce down to a single basepoint, we obtain equations (2.3) and (2.1).

Within the first section, we will assume that all of our sample points are distinct so that we
may obtain the recursive formulae, but we shall find in the second section that the coalescent
limit is well behaved. As such, to obtain recursive formulas for sets of non-distinct points, it is
enough to start with the general formula for distinct points and then apply the coalescent limit.

4.1 Infinitesimal actions

The first thing that needs to be established is what it means for a Lie group to act on multispace.
Given some set of points (zi) = (xi, ui) and an action of G on M , the action of an element g ∈ G
on this set produces a new set of points (z̃i) = ((x̃i, ũi)) = g · ((xi, ui)) = g · (zi)6 to which we
apply the definition of the multispace coordinates. In terms of Vandermonde matrices, we may

6The reader should note that, under the action x̃i and ũi may depend on both x⃗ and u⃗.
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then write

g ·∆(n)
= ∆̃

(n)
=

∣∣∣∣∣∣∣∣∣
1 x̃0 (x̃0)

2 · · · (x̃0)
n

1 x̃1 (x̃1)
2 · · · (x̃1)

n

...
...

...
. . .

...
1 x̃n (x̃n)

2 · · · (x̃n)
n

∣∣∣∣∣∣∣∣∣ ,
and, similarly,

g ·∆(n)(
u, xi

)
= ∆

(n)(
ũ, x̃i

)
=

∣∣∣∣∣∣∣∣∣∣
1 x̃0 · · · (x̃0)

i−1 ũ0 (x̃0)
i+1 · · · (x̃0)

n

...
...

. . .
...

...
...

. . .
...

...
...

. . .
...

...
...

. . .
...

1 x̃n · · · (x̃n)
i−1 ũn (x̃n)

i+1 · · · (x̃n)
n

∣∣∣∣∣∣∣∣∣∣
.

To state and prove Lemma 4.1, it is also necessary to introduce an analogous notation for re-
placing multiple columns of our Vandermonde matrix, but the adjustment is easily demonstrated
with the following example:

∆
(4)([

u, x2
]
;
[
v, x4

])
=

∣∣∣∣∣∣∣∣∣∣
1 x0 u0 x30 v0
1 x1 u1 x31 v1
1 x2 u2 x32 v2
1 x3 u3 x33 v3
1 x4 u4 x34 v4

∣∣∣∣∣∣∣∣∣∣
.

Lemma 4.1 ([18]).(
∆

(k))
∆

(k)([
u, xi

]
;
[
v, xj

])
= ∆

(k)
(u, xi)∆

(k)(
v, xj

)
−∆

(k)(
v, xi

)
∆

(k)(
u, xj

)
. (4.1)

Proof. Let p(x) be the interpolating polynomial for the function u(x) at the points {(xi, ui)}ki=0

and let q(x) be the interpolating polynomial for the function v(x) at the points {(xi, vi)}ki=0.
We begin by observing that p(x) and q(x) can be given the form

p(x) = a0 + a1x+ · · ·+ akx
k, q(x) = b0 + b1x+ · · ·+ bkx

k.

Define I(p, i) to be the (k + 1)× (k + 1) identity matrix with the i-th column (indexed from 0)
replaced by the coefficients of p. If we let V denote the standard Vandermonde matrix and
V (u, xi) denote the Vandermonde matrix with the column corresponding to xi replaced by the
column vector (u0, . . . , uk), then we have that

V
(
u, xi

)
= V I(p, i).

And so

∆
(k)(

u, xi
)
= det(V I(p, i)) = ∆

(k)
det(I(p, i)) = ∆

(k)
ai.

Using similar notation, we can obtain

V
([
u, xi

]
;
[
v, xj

])
= V I([p, i]; [q, j]).

Thus,(
∆

(k))
∆

(k)([
u, xi

]
;
[
v, xj

])
=

(
∆

(k))
det(V I([p, i]; [q, j])) =

(
∆

(k))2
det(I([p, i]; [q, j]))

=
(
∆

(k))2
det

(
ai bi
aj bj

)
= ∆

(k)
ai∆

(k)
bj −∆

(k)
bi∆

(k)
aj

= ∆
(k)(

u, xi
)
∆

(k)(
v, xj

)
−∆

(k)(
v, xi

)
∆

(k)(
u, xj

)
. ■
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Recall that we defined

u
(k)

:= k!
∆

(k)(
u, xk

)
∆

(k)
,

where ∆
(k)(

u, xk
)
stands for the determinant of the Vandermonde matrix with column xk re-

placed with u⃗. To compute the infinitesimal action in terms of multispace coordinates, we will
also need to introduce the notation

µ
(k)

ℓ := k!
∆

(k)(
u, xℓ

)
∆

(k)
,

where the upper parenthetical index is used to keep track of the number of points used to con-
struct the derivative approximation (in this case, k+1 points), and the lower index tracks which
column is replaced in the numerator of the above equation to obtain the derivative information.
We may now compute the infinitesimal action on the multispace coordinates: Let γ(ε) be a curve

in G with γ(0) = e, let (x̃i, ũi) = γ(ε) · (xi, ui), and let φ
(k)

[k] denote the infinitesimal

φ
(k)

[k] :=
d

dε

∣∣∣∣
ε=0

ũ
(k)
.

Proposition 4.2.

φ
(k)

[k] = φ
(k) − 1

k!

k∑
ℓ=0

µ
(k)

ℓ

(
ℓxℓ−1ξ

)(k)
. (4.2)

Proof. We proceed by unraveling the definition of the transformed coordinates and then care-
fully keep track of the derivative with respect to ε:

φ
(k)

[k] =
d

dε

∣∣∣∣
ε=0

ũ
(k)

=
d

dε

∣∣∣∣
ε=0

k! ∆
(k)(

ũ, x̃k
)

∆̃
(k)

= k!

(
∆

(k)) d
dε

∣∣
ε=0

∆
(k)(

ũ, x̃k
)
−∆

(k)(
u, xk

)
d
dε

∣∣
ε=0

∆̃
(k)(

∆
(k)
)2

(4.1)
= k!

(
∆

(k))
∆

(k)(
φ, xk

)
−

k∑
ℓ=1

[(
∆

(k)(
u, xℓ

))
∆

(k)(
ℓxℓ−1ξ, xk

)]
(
∆

(k)
)2

def
= φ

(k) − 1

k!

k∑
ℓ=1

µ
(k)

ℓ

(
ℓxℓ−1ξ

)(k)
. ■

Unfortunately, this formula does not resemble the formulas for φ
(k)
[k] given in equations (2.1),

(2.2), and (2.3) in any meaningful way. Indeed, if we were to expand out the definitions of µ
(k)

ℓ

and ℓxℓ−1ξ
(k)

to write them in terms of the multispace coordinates, the resulting formula is a mess
of elementary and homogeneous symmetric polynomials in (x0, . . . , xk). This is demonstrated

below in the expansion of φ
(3)

[3] :

φ
(3)

[3] = φ
(3) − 1

3!

3∑
ℓ=0

µ
(3)

ℓ

(
ℓxℓ−1ξ

)(3)
= φ

(3) − 1

3!

[
µ

(3)

1 1x0ξ
(3)

+ µ
(3)

2 2x1ξ
(3)

+ µ
(3)

3 3x2ξ
(3)]

= φ
(3) − 1

3!

[(
6u

(1) − 3(x0 + x1)u
(2)

+ (x0x1 + x0x2 + x1x2)u
(3))

ξ
(3)
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+
(
3u

(2) − (x0 + x1 + x2)u
(3))(

2x3ξ
(3)

+ 6ξ
(2))

+ u
(3)(

3x23ξ
(3)

+ 9(x2 + x3)ξ
(2)

+ 18ξ
(1))]

.

Nevertheless, these formulas still satisfy a relationship in multispace space analogous to the
recursion relationship (2.1) in smooth space.

Theorem 4.3. Let φ
(k)

and φ
(k)

[k] be as in Proposition 4.2. Then the recursion relations for the
infinitesimals of a group action on the multispace of one independent variable are given by

φ
(k+1)

[k+1] =
∆

∆x

[
φ

(k)

[k]

]
− u

(k+1)

(
1

xk+1 − x0
(Sk+1 − id)

[
ξ
(0)])

. (4.3)

Proof.

φ
(k+1)

[k+1] =
d

dε

∣∣∣∣
ε=0

ũ
(k+1)

= (k + 1)
d

dε

∣∣∣∣
ε=0

(S − id)
[
ũ

(k)
]

x̃k+1 − x̃0


= (k + 1)

(xk+1 − x0)(S − id)
[

d
dε

∣∣
ε=0

ũ
(k)]− (S − id)

[
u

(k)] d
dε

∣∣
ε=0

[
(x̃k+1 − x̃0)

]
(xk+1 − x0)2

= (k + 1)
(S − id)

[
φ

(k)

[k]

]
xk+1 − x0

− (k + 1)
(S − id)

[
u

(k)]
(Sk+1 − id)

[
ξ
(0)]

(xk+1 − x0)2

=
∆

∆x

[
φ

(k)

[k]

]
− u

(k+1)

(
1

xk+1 − x0
(Sk+1 − id)

[
ξ
(0)])

. ■

It is worth taking a moment to consider what Theorem 4.3 accomplishes. First of all, the
recursive formula (4.3) makes the practical computation of the infinitesimals for the action on the
multispace of curves tractable. Note that this convenience is directly opposed to the preferred
methodology for jet space prolongation where we often used the expanded formula (2.2) over
the recursive formula (2.1). Even for simple actions, the computation of the infinitesimals in
multispace according to the formulas described in Proposition 4.2 can involve some intense
determinants with highly non-trivial simplifications (see the end of Example 4.6 for a taste of
the types of rational expressions that appear here). Worse yet, at any given level k, there are
(2k+1) determinants to compute, and very few of the determinants computed for smaller values
of k may be reused to compute an infinitesimal for any larger value of k. The formula given
in Theorem 4.3, on the other hand, allows us to take advantage of the properties shown in
Proposition 3.5 to write down explicit formulas for any given φ

(k)

[k] . Then, the computations for
any value k will depend heavily on computations at values < k. Practically speaking, this allows
for the caching of some terms computed at values smaller than k to save time in the computation
at level k.

4.2 The coalescent limit

We are now ready to present the main result of this paper. As previously seen, it is possible to
define an operator on M (n) that allows for the prolongation of an n-pointed curve to an (n+1)-
pointed curve. Moreover, the infinitesimals for this action have a nearly identical recursive
differential relationship to those for the analogous action on jet space. Since the jet space
appears as an embedded smooth submanifold of multispace, this then suggests that the general
recursion relations for prolonging a group action on jet space are inherited from those on the
larger multispace. More specifically, this suggests that the coalescent limits of the prolongation
formulas (4.2) and (4.3) in multispace should be exactly the prolongation formula (2.1) in the
jet space.
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Theorem 4.4.

c-lim
(x0,...,xn)→x

φ
(k)

[k] = φ[k].

Proof. We begin by observing the basic fact that

c-lim
(x0,...,xn)→x

u
(k+1)

(
1

xk+1 − x0
(Sk+1 − id)

[
ξ
(0)])

= u(k+1)ξ(1),

and we proceed by induction. For our base-case, we may compute

c-lim
(x0,x1)→x

φ
(1)

[1]

(4.3)
= c-lim

(x0,x1)→x

(
∆

∆x

[
φ

(0)

[0]

]
− u

(1)

(
1

x1 − x0
(S − id)

[
ξ
(0)]))

=
d

dx

[
c-lim

(x0,x1)→x
φ

(0)

[0]

]
− u(1)ξ(1) =

d

dx

[
φ
]
− u(1)ξ(1)

(2.1)
= φ[1].

Then, for our induction, if we assume c-lim
(x0,...,xk)

φ
(k)

[k] = φ[k], we obtain

c-lim
(x0,...,xk+1)→x

φ
(k+1)

[k+1]

(4.3)
= c-lim

(x0,...,xk+1)→x

(
∆

∆x

[
φ

(k)

[k]

]
−u

(k+1)

(
1

xk+1 − x0
(Sk+1 − id)

[
ξ
(0)]))

=
d

dx

[
c-lim

(x0,...,xk+1)→x
φ

(k)

[k]

]
− u(k+1)ξ(1)

=
d

dx

[
φ[k]

]
− u(k+1)ξ(1)

(2.1)
= φ[k+1],

as desired. ■

Corollary 4.5.

c-lim
(x0,...,xk+1)→x

φ
(k+1)

[k+1] =
d

dx

[
φ[k]

]
− u(k+1) d

dx
ξ.

Importantly, Theorem 4.4 tells us that the k-th order multispace prolongation of the action on
some curve (x, u) sampled at points {x0, . . . , xn} yields the equivalence class containing the k-th
order jet at each of these points. Put more concisely, multicontact equivalent curves behave well
under multispace prolongation of the group action. This fact is not obvious from the definitions.
Recall that the lift from M (n) to M (n+1) is not necessarily unique, so it is entirely possible that
the action could lift different sections of the curve into disjoint equivalence classes. Based on
the construction of this space, there is no obvious reason to suspect that this splitting would
happen, but the details still needed to be checked rigorously.

4.3 Examples

With the theory out of the way, it is time to consider a couple of examples for computing the
infinitesimals of a given group action.

Example 4.6. Consider the elementary group action of R∗ on R2 given by

(x̃, ũ) =
(
λ−1x, λu

)
.

In the jet case, the infinitesimals are given by

ξ = −x, φ = u and φ[k] = (k + 1)u(k).
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Computing for the multispace case, we find that

ξ
(0)

= −x0, ξ
(1)

= −1 and ξ
(k)

= 0 ∀k ≥ 2.

We also easily see that φ
(k)

= u
(k)

for all k, so, using equation (4.3), we obtain

φ
(1)

[1] = u
(1) − u

(1)

(
S − id

x1 − x0
[−x0]

)
= 2u

(1)
,

φ
(2)

[2] = 2u
(2) − u

(2)

(
S2 − id

x2 − x0
[−x0]

)
= 3u

(2)
,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

φ
(k)

[k] = (k + 1)u
(k)
.

This is pretty nice, but it is worth noting here that without the recursion relation given in
Theorem 4.3, the computations are less kind. Even computing φ

(2)

[2] using our original formula
established in Proposition 4.2 is mildly troublesome when you keep track of all the notation:

φ
(2)

[2] = φ
(2) − 1

2!

2∑
ℓ=0

µ
(2)

ℓ

(
ℓxℓ−1ξ

)(2)
= u

(2) − 1

2!

(
2u1x

2
2 − 2x21u2 − 2u0x

2
2 + 2x20u2 + 2u0x

2
1 − 2x20u1

−x20x1 + x20x2 + x0x21 − x0x22 − x21x2 + x1x22

)
(0)

− 1

2!
u

(2)

(
4x20x1 − 4x20x2 − 4x0x

2
1 + 4x0x

2
2 + 4x21x2 − 4x1x

2
2

−x20x1 + x20x2 + x0x21 − x0x22 − x21x2 + x1x22

)
= u

(2)
+ 2u

(2)
= 3u

(2)
.

Example 4.7. Let us now consider another quintessential example: rotation in the plane. This
is the action of SO(2) on R2 given by(

x̃
ũ

)
=

(
cos(θ) − sin(θ)
sin(θ) cos(θ)

)(
x
u

)
.

In the jet case, the first few infinitesimals are

ξ = −u, φ = x, φ[1] = 1 +
(
u(1)

)2
,

φ[2] = 3u(1)u(2), φ[3] = 3
(
u(2)

)2
+ 4u(1)u(3).

For the multispace case, we obtain ξ
(k)

= −u
(k)
, and

φ
(0)

= −x0, φ
(1)

= −1 and φ
(k)

= 0 ∀k ≥ 2.

The first few prolonged infinitesimals can now be computed using our recursion relations (4.3)

φ
(1)

[1] = 1− u
(1)

(
S − id

x1 − x0
[−u0]

)
= 1 +

(
u

(1))2
,

φ
(2)

[2] = u
(2)
u

(1)
+ S

[
u

(1)]
u

(2) − u
(2)

(
S2 − id

x2 − x0
[−u0]

)
,

and

φ
(3)

[3] =
∆

∆x

[
φ

(2)

[2]

]
− u

(3)

(
1

x3 − x0

(
S3 − id

)[
ξ
(0)])
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=
S − id

x3 − x0

[
φ

(2)

[2]

]
− u

(3)

(
1

x3 − x0

(
S3 − id

)[
ξ
(0)])

= u
(3)
u

(1)
+ S

[
u

(2)](3

2

)(
x2 − x0
x3 − x0

)
u

(2)

+

(
3

2

)(
x3 − x1
x3 − x0

)
S
[
u

(2)]
u

(2)
+ S

[
u

(1)]
u

(3) − u
(3)

(
S2 − id

x2 − x0
[−u0]

)
+ S

[
u

(2)](3(S − id)

x3 − x0

[
S2 − id

x2 − x0
[−u0]

])
− u

(3)

(
S3 − id

x3 − x0
[−u0]

)
.

From this example, it is fairly easy to see that

c-lim
(x0,...,xn)→x

φ
(1)

[1] = 1 +
(
u(1)

)2
, c-lim

(x0,...,xn)→x
φ

(2)

[2] = 3u(1)u(2).

The last limit is less trivial, but, thanks to Theorem 4.4, we know that

c-lim
(x0,...,xn)→x

φ
(3)

[3] = 3
(
u(2)

)2
+ 4u(1)u(3).

This is a bit easier to see in the special case of an evenly spaced lattice:

φ
(3)

[3] = u
(3)
u

(1)
+ 2S

[
u

(2)]
u

(2)
+ S

[
u

(1)]
u

(3) − u
(3)

(
S2 − id

2h
[−u0]

)
+ S

[
u

(2)](3(S − id)

3h

[
S2 − id

2h
[−u0]

])
− u

(3)

(
S3 − id

3h
[−u0]

)
.

5 Conclusion and future work

At the onset of this paper, we set out to answer three questions with regard to a multispace
prolongation of the action of a group on a curve. We defined an operator ∆

∆x on the multispace

that behaves analogously to the behavior of d
dx on jet space. With this operator in hand, we

then showed that the natural way of defining a prolongation of the action on multipointed curves
behaves well under the coalescent limit, in the sense that it converges to the expected smooth
analogue.

There are two natural ways in which we might expand on this work. The first would be to
investigate the existence of Noether-like theorems within multispace. To this end, the first step
would be to determine the appropriate analogue for the characteristic for a vector field acting
on M (n). The natural guess would be to take Q = φ

(0) − u
(1)
ξ
(0)
; however, this choice does not

allow us to create a general analogue to equation (2.3) as would be desired in order to prove
a true-to-form Noether theorem (cf. [2, 9]).7

The other natural extension would be to try to determine whether these formulas still hold
in the case of a multispace of more than one independent variable. The tricky thing here
would be the definition of the divided difference equations. While it is generally possible to find
a polynomial surface passing through a given set of points, the issue when it comes to defining
a multispace in the way that we have here is determining (i) the uniqueness of the interpolating
polynomial and (ii) the existence of the coalescent limit. Maŕı Beffa and Mansfield managed to
construct such a multispace that accomplishes both of these in [11], and work by Olver in [15]
seems to suggest that a more general multispace could be constructed, but practical computation
of a prolonged action on the more general space is easier said than done and is currently under
investigation by the author of this paper.

7The characteristic formulation is necessary for Lagrangian and variational methods, but it is possible to obtain
Noether-type theorems without using these methods. See [4, 17].
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