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Abstract

In this paper, we study the existence of integral solutions for impulsive evolution equations with nonlocal
conditions where the linear part is nondensely defined. Some existence results of integral solutions to
such problems are obtained under the conditions in respect of the Hausdorff’s measure of noncompactness.
Example is provided to illustrate the main result. c©2012 NGA. All rights reserved.
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1. Introduction

The purpose of this paper is to study the existence results for impulsive partial differential equations
with nonlocal conditions in a real Banach space X of the form:

u′(t) = Au(t) + f(t, u(t)), 0 ≤ t ≤ b, t 6= ti, (1.1)

u(0) = g(u), (1.2)

∆u(ti) = Ii(u(ti)), i = 1, 2, . . . , p, 0 < t1 < t2 < · · · < tp < b, (1.3)
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where A : D(A) ⊂ X is a nondensely defined operator, ∆u(ti) = u(t+i ) − u(t−i ), u(t+i ), u(t−i ) denote the
right and left limit of u at ti, respectively. f, g and Ii are appropriate functions to be specified later.

The theory of impulsive differential equations appears as a natural description of several real processes
subject to certain perturbations whose duration is negligible in comparison with the duration of the process.
It has seen considerable development in the last decade; see the monographs of Lakshmikantham et al. [22],
Bainov and Simeonov [4], and Samoilenko and Perestyuk [27] where numerous properties of their solutions
are studied, and detailed bibliographies are given.

The notion of “nonlocal condition” has been introduced to extend the study of the classical initial value
problems; see e.g. [6, 7, 8, 13, 17, 18, 19, 23, 28]. It is more precise for describing nature phenomena
than the classical condition since more information is taken into account, thereby decreasing the negative
effects incurred by a possibly erroneous single measurement taken at the initial time. The study of abstract
nonlocal initial value problems was initiated by Byszewski, we refer to some of the papers below. Byszewski
[10, 11], Byszewski and Lakshmikantham [9] give the existence and uniqueness of mild solutions and classical
solutions when f and g satisfy the Lipschitz -type conditions. Akca et al. [3] initiated the study of impulsive
differential equations with nonlocal conditions in Banach spaces. For more details on nonlocal conditions
and impulsive differential equations we refer [1, 2, 14, 15, 24].

Recently many authors [17, 23, 29] have been studied the case A is linear, densely defined operator on
X which generates a C0− semigroup. Very recently, Z. Fan [19] obtained the existence of mild solutions for
the following impulsive semilinear differential equation

u′(t) = Au(t) + f(t, u(t)), 0 ≤ t ≤ b, t 6= ti,

u(0) = u0 − g(u),

∆u(ti) = Ii(u(ti)), i = 1, 2, . . . , p, 0 < t1 < t2 < · · · < tp < b,

where the author proved the results under the assumptions of Hausdorff’s measure of noncompactness.
However, as indicated in [16], we some times need to study the nondensely defined operators. It occurs
in many situations due to restrictions on the space where the equation is considered or due to boundary
conditions. Recently, Z. Fan [18] proved the existence of integral solutions for the following partial differential
equations with nonlocal conditions

u′(t) = Au(t) + f(t, u(t)), t ∈ (0, b],

u(0) = g(u),

where the operator A is nondensely defined. The author established the results under the assumptions of
the Hausdorff’s measure of noncompactness. The present paper is motivated by the recent papers of Z. Fan
[18, 19]. We use some hypothesis in [18, 19], and using the method of Hausdorff’s measure of noncompactness,
we give the existence of integral solution of impulsive differential equation with nonlocal conditions (1.1)-
(1.3). The results obtained in this paper are generalizations of the results given by [12, 18, 19, 23, 24].

2. Preliminaries

In this section, we introduce notations, definitions, and preliminary facts which are used throughout this
paper.

Let (X, ‖·‖) be a real Banach space. We denote by C(0, b;X) the space of X−valued continuous functions
on [0, b] with the norm

‖u‖ = sup{‖u(t)‖, t ∈ [0, b]}.

A measurable function f : [0, b]→ X is Bochner integrable if and only if |f | is Lebesgue integrable. For
properties of the Bochner integrable, see for instance, Yosida [30]. By L1(0, b;X) the space of X−valued
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Bochner integrable functions on [0, b] with the norm

‖f‖L1 =

∫ b

0
‖f(t)‖dt.

Let PC(0, b;X) = {u : [0, b] → X : u(t) be continuous at t 6= ti and left continuous at t = ti and the
right limit u(t+i ) exists for i = 1, 2, . . . , p}. Evidently PC(0, b;X) is a Banach space with the norm

‖u‖PC = sup
t∈[0,b]

‖u(t)‖.

Throughout this work, we suppose that

(H1) The linear operator A : D(A) ⊂ X → X satisfies the Hille-Yosida condition, if there exist M ≥ 0 and
ω ∈ R such that (ω,+∞) ⊂ ρ(A) and

sup{(λ− ω)n‖R(λ,A)n‖ : n ∈ N,λ > ω} ≤M,

where R(λ,A) = (λI −A)−1, ρ(A) is the resolvent set of A.

(H2) The operator T (t) generated by A0 is compact in D(A) when t > 0 and M = sup
t∈[0,b]

‖T (t)‖.

Definition 2.1. A function u : [0, b] → X is said to be an integral solution of (1.1)-(1.3) on [0, b] if the
following conditions hold:

(i) u ∈ PC(0, b;X);

(ii)

∫ s

0
u(s)ds ∈ D(A) for t ∈ [0, b];

(iii) u(t) = g(u) +A

∫ t

0
u(s)ds+

∫ t

0
f(s, u(s))ds+

∑
0<ti<t

Ii(u(ti)), for t ∈ [0, b].

From the closedness property of A, one can see that if u is an integral solution of (1.1)-(1.3) on [0, b],
then for all t ∈ [0, b], u(t) ∈ D(A). In particular, u(0) ∈ D(A).

Let A0 be the part of A in D(A) defined by

D(A0) = {x ∈ D(A) : Ax ∈ D(A)},
A0x = Ax.

Then A0 generates a C0− semigroup {T (t)}t≥0 on D(A) ( see Pazy [26] for semigroup theory) and the
integral solution in Definition 2.1 ( if it exists) is given by

u(t) = T (t)g(u) + lim
λ→+∞

∫ t

0
T (t− s)B(λ)f(s, u(s))ds+

∑
0<ti<t

T (t− ti)Ii(u(ti)), 0 ≤ t ≤ b,

where B(λ) = λR(λ;A). For more details about nondensely defined operators and integrated semigroups
we refer to [13, 16, 21].

Next, we introduce the Hausdorff’s measure of noncompactness α(·) defined on each bounded subset Ω
of Banach space Y by

α(Ω) = inf{ε > 0; Ω has a finite ε− net in Y }.

Some basic properties of α(·) are given in the following Lemma.
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Lemma 2.2. ([5]). Let Y be a real Banach space and B,C ⊆ Y be bounded, the following properties are
satisfied:

(1) B is pre-compact if and only if α(B) = 0;

(2) α(B) = α(B̄) = α(convB), where B̄ and conv B mean the closure and convex hull of B, respectively;

(3) α(B) ≤ α(C) when B ⊆ C;

(4) α(B + C) ≤ α(B) + α(C), where B + C = {x+ y;x ∈ B, y ∈ C};

(5) α(B ∪ C) ≤ max{α(B), α(C)};

(6) α(λB) = |λ|α(B) for any λ ∈ R;

(7) If the map Q : D(Q) ⊆ Y → Z is Lipschitz continuous with constant k, then α(QB) ≤ kα(B) for any
bounded subset B ⊆ D(Q), where Z be a Banach space.

(8) α(B) = inf{dY (B,C);C ⊆ Y be pre-compact}=inf{dY (B,C);C ⊆ Y be finite valued}, where dY (B,C)
means the nonsymmetric ( or symmetric) Hausdorff distance between B and C in Y ;

(9) If {Wn}+∞n=1 is a decreasing sequence of bounded closed nonempty subsets of Y and limn→∞ α(Wn) = 0,
then ∩+∞n=1Wn is nonempty and compact in Y .

The map Q : W ⊆ Y → Y is said to be an α−contraction if there exists a positive constant k < 1 such
that α(QC) ≤ kα(C) for any bounded closed subset C ⊆W , where Y is a Banach space.

Lemma 2.3. ([5], Darbo-Sadovskii). If W ⊆ Y is bounded closed and convex, the continuous map Q : W →
W is an α−contraction, then the map Q has at least one fixed point in W .

Definition 2.4. A countable set {fn}+∞n=1 ⊂ L1(0, b;X) is said to be semicompact if the sequence {fn(t)}+∞n=1

is compact in X for a.e. t ∈ [0, b] and if there is a function µ ∈ L1(0, b;R) satisfying supn≥1 ‖fn(t)‖ ≤ µ(t)
for a.e. t ∈ [0, b].

Definition 2.5. We call the operator G : L1(0, b;X)→ PC(0, b;X) defined by

Gf(t) = lim
λ→+∞

∫ t

0
T (t− s)B(λ)f(s)ds, t ∈ [0, b], (2.1)

as the Cauchy operator.

Now, we give the following properties about the Cauchy operator G.

Proposition 2.6. ([20]) Let G be the Cauchy operator defiend by (2.1), {fn}+∞n=1 a sequence of functions in
L1(0, b;X). Assume that there exist µ, η in L1(0, b;R) satisfying

sup
n≥1
‖fn(t)‖ ≤ µ(t) and α({fn(t)}+∞n=1) ≤ η(t) a.e. t ∈ [0, b].

Then for all t ∈ [0, b], we have

α({(Gfn)(t)}+∞n=1) ≤ 2MM

∫ t

0
η(s)ds,

where α is the Hausdorff measure of noncompactness.

Proposition 2.7. ([20]) Let G be the Cauchy operator defined by (2.1). Then for every semicompact set
{fn}+∞n=1 ⊂ L1(0, b;X), the set {Gfn}+∞n=1 is relatively compact in PC(0, b;X).



M. Mallika Arjunan, V. Kavitha, S. Selvi, J. Nonlinear Sci. Appl. 5 (2012), 195–205 199

Proposition 2.8. If D ⊆ PC(0, b;X) be bounded, then we have

sup
t∈[0,b]

α(D(t)) ≤ α(D).

The follwoing fixed point theorem, a nonlinear alternative of Monch type, plays a crucial role in our
existence of integral solutions of (1.1)-(1.3).

Theorem 2.9. ([25]) Let E be a Banach space, U an open subset of E and 0 ∈ U . Suppose that F : U → E is
a continuous map which satisfies Monch’s condition ( that is, if D ⊆ U is countable and D ⊆ co({0}∪F (D)),
then D is compact) and assume that

x 6= λF (x) for x ∈ ∂U and λ ∈ (0, 1)

holds. Then F has a fixed point in U .

3. Existence Results

In this section, we present and prove the existence of integral solutions for the impulsive nonlocal problem
(1.1)-(1.3).

Let r be a finite positive constant. We consider the sets Br = {x ∈ X : ‖x‖ ≤ r}, Wr = {u ∈
PC(0, b;X) : u(t) ∈ Br, ∀ t ∈ [0, b]}.
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Now, we list the following hypotheses:

(H3) The operator T (t), 0 ≤ t ≤ b generated by A0 is equicontinuous;

(H4) (i) f : [0, b]×X → X, for a.e. t ∈ [0, b], the function f(t, ·) : X → X is continuous for all x ∈ X, the
function f(·, x) : [0, b]→ X is measurable.

(ii) Moreover, for any l > 0, there exists a function ρl ∈ L1(0, b;R) such that

‖f(t, x)‖ ≤ ρl(t)

for a.e. t ∈ [0, b] and all x ∈ Bl;
(iii) There exists a function m ∈ L1(0, b;R) and a nondecreasing continuous function ψ : [0,∞) →

(0,∞) such that

‖f(t, x)‖ ≤ m(t)ψ(‖x‖)

for all x ∈ X, t ∈ [0, b].

(H5) There exists a function h ∈ L1(0, b;R) such that for every bounded D ⊆Wr,

α(f(t,D)) ≤ h(t)α(D)

for a.e. t ∈ [0, b], where α is the Hausdorff measure of noncompactness.

(H6) g : PC(0, b;X)→ D(A) is Lipschitz continuous with Lipschitz constant k;

(H7) Ii : X → D(A) is Lipschitz continuous with Lipschitz constant ki, i = 1, 2, . . . , p.

Theorem 3.1. Assume that the conditions (H1),(H2), (H4)(i)(ii) and (H6)-(H7) are satisfied. Then the
nonlocal impulsive problem (1.1)-(1.3) has at least one integral solution on [0, b] provided that

M
[
(k +

p∑
i=1

ki)r + ‖g(0)‖+

p∑
i=1

‖Ii(0)‖+M‖ρr‖L1

]
≤ r (3.1)

Proof. Define the operator Q : PC(0, b;X)→ PC(0, b;X) by

(Qu)(t) = (Q1u)(t) + (Q2u)(t) + (Q3u)(t), (3.2)

with

(Q1u)(t) = T (t)g(u), (3.3)

(Q2u)(t) =
∑

0<ti<t

T (t− ti)Ii(u(ti)), (3.4)

(Q3u)(t) = lim
λ→+∞

∫ t

0
T (t− s)B(λ)f(s, u(s))ds, (3.5)

for all t ∈ [0, b]. It is easy to see that the fixed point of Q is the integral solution of the nonlocal impulsive
problem (1.1)-(1.3). Subsequently, we will prove that Q has a fixed point, by using Lemma 2.2.

Firstly, we prove that the mapping Q is continuous on PC(0, b;X). For this purpose, let {un}+∞n=1 be
a sequence in PC(0, b;X) with limn→∞ un = u in PC(0, b;X). By the continuity of f with respect to the
second argument, we deduce that for each s ∈ [0, b], f(s, un(s)) converges to f(s, u(s)) in X; and we have

‖Qun −Qu‖PC ≤M
[
‖g(un)− g(u)‖+

p∑
i=1

‖Ii(un(ti))− Ii(u(ti))‖
]

+MM

∫ b

0
‖f(s, un(s))− f(s, u(s))‖ds.
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Then by continuity of g, Ii and using dominated convergence theorem, we get limn→∞Qun = Qu in
PC(0, b;X), which implies that the mapping Q is continuous on PC(0, b;X).

Secondly, we claim that QWr ⊆Wr. In fact, for any u ∈Wr ⊆ PC(0, b;X), by (H4)(ii), (3.1) and

‖B(λ)‖ ≤ λM

λ− ω
→M, as λ→ +∞.

We have

‖(Qu)(t)‖ ≤ ‖T (t)g(u)‖+ ‖ lim
λ→+∞

∫ t

0
T (t− s)B(λ)f(s, u(s))ds‖+ ‖

∑
0<ti<t

T (t− ti)Ii(u(ti))‖

≤M [‖g(u)− g(0)‖+ ‖g(0)‖] +MM

∫ b

0
‖f(s, u(s))‖ds

+M
[ p∑
i=1

‖Ii(u(ti))− Ii(0)‖+ ‖Ii(0)‖
]

≤M
[
(k +

p∑
i=1

ki)r + ‖g(0)‖+

p∑
i=1

‖Ii(0)‖+M‖ρr‖L1

]
≤ r

It implies that QWr ⊆Wr.
Now, according to Lemma 2.2, it remains to prove that Q is an α−contraction in Wr. By using conditions

(H6) and (H7), we get that Q1+Q2 : Wr → PC(0, b;X) is Lipschitz continuous with constant M(k+
∑p

i=1 ki).
In fact, for any u, v ∈Wr, we have

‖(Q1 +Q2)u− (Q1 +Q2)v‖PC ≤ sup
t∈[0,b]

[
‖T (t)[g(u)− g(v)]‖

+

p∑
i=1

‖T (t− ti)[Ii(u(ti))− Ii(v(ti))]‖
]

≤M
[
k‖u− v‖PC +

p∑
i=1

ki‖u− v‖PC
]

= M [k +

p∑
i=1

ki]‖u− v‖PC

Thus, Lemma 2.1 (7), we obtain that

α((Q1 +Q2)Wr) ≤M [k +

p∑
i=1

ki]α(Wr).

Finally, we prove that Q3 : Wr → PC(0, b;X) is a compact operator by using Arzela- Ascoli’s theorem.
From [18, Theorem 3.1], we see that Q3 is compact. Thus α(Q3Wr) = 0. Consequently,

α(QWr) ≤ α((Q1 +Q2)Wr) + α(Q3Wr)

≤M [k +

p∑
i=1

ki]α(Wr)

Since the condition (3.1), M [k +
∑p

i=1 ki] < 1, the mapping Q is an α−contraction in Wr. By Darbo-
Sadovskii’s fixed point theorem, the operator Q has a fixed point in Wr, which is the integral solution of
the nonlocal impulsive problem (1.1)-(1.3). This completes the proof.
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Theorem 3.2. Assume that the conditions (H1),(H2), (H4)(i)(iii) and (H5)-(H7) are satisfied. Then the
nonlocal impulsive problem (1.1)-(1.3) has at least one integral solution on [0, b] provided that there exists a
constant N > 0 with

[1−M(k +
∑p

i=1 ki)]N

M
[
‖g(0)‖+Mψ(N)‖m‖L1 +

∑p
i=1 ‖Ii(0)‖

] > 1 (3.6)

and that

M
[
(k +

p∑
i=1

ki) + 2M‖h‖L1

]
< 1. (3.7)

Proof. We define the operator Q as defined in (3.2)-(3.5) for all t ∈ [0, b]. It is easy to see that the fixed
point of Q is the integral solution of nonlocal impulsive problem (1.1)-(1.3). Subsequently, we will prove
that Q has a fixed point by using Theorem 2.1. For better readability, we break the proofs into three steps.
Step 1: The operator Q is continuous on PC(0, b;X).

For this purpose, let {un}+∞n=1 be a sequence in PC(0, b;X) with limn→∞ un = u in PC(0, b;X). Then by
(H4)(i), we have that

f(s, un(s))→ f(s, u(s)), (n→ +∞) ∀ s ∈ [0, b].

Since Ii, i = 1, 2, . . . , p is continuous and ‖f(s, un(s)) − f(s, u(s))‖ ≤ 2ψ(N)m(s) for some integer N , by
(H4)(iii) and (H6)-(H7) together with the dominated convergence theorem, we have

‖Qun −Qu‖PC ≤M
[
‖g(un)− g(u)‖+

p∑
i=1

‖Ii(un(ti))− Ii(u(ti))‖
]

+MM

∫ b

0
‖f(s, un(s))− f(s, u(s))‖ds

→ 0 as n→∞.

Thus, Q is continuous on PC(0, b;X).
Step 2: The Monch’s condition holds.

For this purpose, let D ⊆Wr be countable and D ⊆ co({0} ∪Q(D)). We show that α(D) = 0. Without
loss of generality, we may assume that D = {un}+∞n=1. By using the condition (H3), we can easily verify that
{Q3un}+∞n=1 is equicontinuous. Moreover, Q1 + Q2 : D → PC(0, b;X) is Lipschitz continuous with constant
M(k +

∑p
i=1 ki) due to the conditions (H6) and (H7). In fact, u, v ∈ D, we have

‖(Q1 +Q2)u− (Q1 +Q2)v‖PC ≤ sup
t∈[0,b]

[
‖T (t)[g(u)− g(v)]‖

+

p∑
i=1

‖T (t− ti)[Ii(u(ti))− Ii(v(ti))]‖
]

≤M
[
k‖u− v‖PC +

p∑
i=1

ki‖u− v‖PC
]

= M [k +

p∑
i=1

ki]‖u− v‖PC
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So, from Proposition (2.1),(2.3) and Lemma 2.1, we have

α
(
{Qun}+∞n=1

)
≤ α

(
{(Q1 +Q2)un}+∞n=1

)
+ α

(
{Q3un}+∞n=1

)
≤M(k +

p∑
i=1

ki)α
(
{un}+∞n=1

)
+ sup
t∈[0,b]

α

(
{ lim
λ→+∞

∫ t

0
T (t− s)B(λ)f(s, un(s))ds}+∞n=1

)

≤M(k +

p∑
i=1

ki)α
(
{un}+∞n=1

)
+ 2MM

∫ b

0
h(s) sup

t∈[0,b]
α
(
{un(t)}+∞n=1

)
ds

≤M(k +

p∑
i=1

ki)α
(
{un}+∞n=1

)
+ 2MM‖h‖L1α

(
{un}+∞n=1

)
≤M

[
(k +

p∑
i=1

ki) + 2M‖h‖L1

]
α
(
{un}+∞n=1

)
Thus, we get that

α(D) ≤ α(co{0} ∪Q(D)) = α(Q(D)) ≤M
[
(k +

p∑
i=1

ki) + 2M‖h‖L1

]
α(D)

which implies that α(D) = 0, since the condition (3.7) holds.
Step 3: Now, let µ ∈ (0, 1) and u = µQ(u). Then for t ∈ [0, b], we have

u(t) = µT (t)g(u) + µ lim
λ→+∞

∫ t

0
T (t− s)B(λ)f(s, u(s))ds+ µ

∑
0<ti<t

T (t− ti)Ii(u(ti))

and one has

‖u(t)‖ ≤M [‖g(u)− g(0)‖+ ‖g(0)‖] +MM

∫ b

0
‖f(s, u(s))‖ds

+M
[ p∑
i=1

‖Ii(u(ti))− Ii(0)‖+ ‖Ii(0)‖
]

≤M [k‖u‖+ ‖g(0)‖] +MM

∫ b

0
m(s)ψ(‖u‖)ds+M

p∑
i=1

[ki‖u‖+ ‖Ii(0)‖]

Consequently,

[1−M(k +
∑p

i=1 ki)]‖u‖

M
[
‖g(0)‖+Mψ(‖u‖)‖m‖L1 +

∑p
i=1 ‖Ii(0)‖

] ≤ 1

Then by (3.6) there exists N such that ‖u‖ 6= N . Set

U = {u ∈ PC(0, b;X) : ‖u‖ ≤ N}.

From the choice of U there is no u ∈ ∂U such that u = µQ(u) for some µ ∈ (0, 1). Thus, we get a fixed
point Q in U due to Theorem 2.1, which is a integral solution of (1.1)-(1.3).
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4. Example

As an application of Theorem 3.1, we consider the following system

∂

∂t
w(t, x) = ∇w(t, x) + F (t, w(t, x)), 0 ≤ t ≤ b, t 6= ti, i = 1, 2, . . . , p, x ∈ Ω, (4.1)

w(t+i , x)− w(t−i , x) = Ii(w(ti, x)), i = 1, 2, . . . , p, (4.2)

w(t, x) = 0, 0 ≤ t ≤ b, x ∈ ∂Ω, (4.3)

w(0, x) +

p∑
j=1

cjw(tj , x) = u0(x), 0 ≤ tj ≤ b, x ∈ Ω, (4.4)

where Ω is a bounded open set in Rn with regular boundary ∂Ω, u0 ∈ C(Ω;Rn), ∇ =
∑n

k=1
∂2

∂x2k
, F :

[0, b]× Ω→ Rn, cj , j = 1, 2, . . . , p and Ii, i = 1, 2, . . . , p are given real numbers.
We choose X = C(Ω, Rn) and we consider the operator A : D(A) ⊆ X → X defined by

D(A) = {z ∈ X : ∇z ∈ X and z = 0 on ∂Ω},
Az = ∇z.

Now, we have

(i) D(A) = C0(Ω;Rn) = {z ∈ X : z = 0 on ∂Ω} 6= X;

(ii) (0,+∞) ⊆ ρ(A);

(iii) ‖R(λ;A)‖ ≤ 1
λ , for λ > 0.

This implies that the operator A satisfies the conditions (H1) and (H2) with M = M = 1.
We assume that

(1) f : [0, b]×X → X is a continuous function defined by

f(t, z)(x) = F (t, z(x)), x ∈ Ω.

(2) g : PC(0, b;X)→ X is a continuous function defined by

g(u)(x) = u0(x)−
p∑
j=1

cju(tj)(x), t ∈ [0, b], x ∈ Ω,

where u(t)(x) = w(t, x), t ≥ 0, x ∈ Ω.

(3) Ii : X → X is a continuous function defined by

∆w(ti, x) = w(t+i , x)− w(t−i , x), i = 1, 2, . . . , p,

where u(ti)(x) = w(ti, x), t ≥ 0, x ∈ Ω.

Under these assumptions, the problem (4.1)-(4.4) can be reformulated as the abstract problem (1.1)-(1.3).
Thus, under the appropriate conditions on the functions f, g and Ii as those in (H4)(i)(ii) and (H6)-(H7),

the problem (1.1)-(1.3) has an integral solution.
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