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Abstract. In this paper, the A domain decomposition methods and double
Laplace transform methods are combined to solve linear and nonlinear singular

one dimensional system of hyperbolic equations. In addition, we prove the

convergence of double Laplace transform decomposition method applied to
our problems. Furthermore, we illustrate our proposed methods using some

examples.

1. introduction

Many applications in Sciences are modeled by linear and nonlinear partial differ-
ential equations. The hyperbolic partial differential equations as one of this ap-
plications arise in physical sciences as models of waves, such as acoustic, elastic,
electromagnetic, or gravitational waves. However, it is very difficult to find ex-
plicit solutions of nonlinear partial differential equations generally. The Adomain
decomposition method is the most transparent method for solutions of linear and
nonlinear problem see [12, 13, 14, 18, 19] ; however, this method is involved in the
calculation of complicated Adomain’s polynomials which narrow down its applica-
tion. Recently, many researchers and engineers have done excellent work, such as
Laplace decomposition algorithm [7, 6]. The convergence of Adomian’s method has
been studied by several authors [8, 9, 10, 11]. The aim of this paper is to solve
linear and nonlinear singular one dimensional system hyperbolic equations by us-
ing the combined domain decomposition techniques and double Laplace transform
methods and also we study the sufficient condition of convergence of our methods.
The main aim of this method is that it can be used directly without using restric-
tive assumptions or linearization. Now, we recall the following definitions which
are given by [15, 16, 17]. The double Laplace transform is defined as

LxLt [f(x, t)] = F (p, s) =
∫ ∞

0

e−px

∫ ∞
0

e−stf(x, t)dt dx, (1.1)

where x, t > 0 and p, s are complex values, and the double Laplace transform of
the first order partial derivatives is given by

LxLt

[
∂u(x, t)

∂x

]
= pU(p, s)− U(0, s). (1.2)
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Similarly, the double Laplace transform for second partial derivative with respect
to x and t is defined as follows

LxLt

[
∂2u(x, t)

∂2x

]
= p2U(p, s)− pU(0, s)− ∂U(0, s)

∂x
,

LxLt

[
∂2u(x, t)

∂2t

]
= s2U(p, s)− sU(p, 0)− ∂U(p, 0)

∂t
. (1.3)

The following basic lemma of the double Laplace transform is given and is used in
this paper.

Lemma 1. Double Laplace transform of the non constant coefficient second order
partial derivative xr ∂2u

∂t2 and the function xrf(x, t) are given by

LxLt

(
xr ∂2u

∂t2

)
= (−1)r dr

dpr

[
s2U(p, s)− sU(p, 0)− ∂U(p, 0)

∂t

]
, (1.4)

and

LxLt (xrf(x, t)) = (−1)r dr

dpr
[LxLt (f(x, t))] = (−1)n drF (p, s)

dpr
. (1.5)

where r = 1, 2, 3, ...

One can prove this lemma by using the definition of double Laplace transform in
Eq.(1.1), Eq.(1.2) and Eq.(1.3). The main aim of this part is to discuss the use of
modified double Laplace decomposition method for solving singular one dimensional
coupled system of hyperbolic equations.
Statement of the problem: We consider a singular one dimensional system
hyperbolic equations with initial conditions in the form:

∂2u

∂t2
− 1

x

(
x

∂u

∂x

)
x

− v = f (x, t) ,

∂2v

∂t2
− 1

x

(
x

∂v

∂x

)
x

− u = g (x, t) , (1.6)

subject to

u (x, 0) = f1 (x) ,
∂u (x, 0)

∂t
= f2 (x) ,

v (x, 0) = g1 (x) ,
∂v (x, 0)

∂t
= g2 (x) , (1.7)

where, the linear term, 1
x

∂
∂x

(
x∂u

∂x

)
and 1

x

(
x ∂v

∂x

)
x

are called Bessel’s operators and
f (x, t), g (x, t), f1 (x) , f2 (x) , g1 (x) and g2 (x) are known functions. In order
to obtain the solution of Eq.(1.6), we use modified double Laplace decomposition
methods as follow:
Step 1: Multiply both sides of Eq.(1.6) by x.
Step 2: Using Lemma 1 and definition of the double Laplace transform of partial
derivatives for equations in step 1 and single Laplace transform for initial condition,
we get

dU (p, s)
dp

=
1
s

dF1 (p)
dp

+
1
s2

dF2 (p)
dp

+
1
s2

dF (p, s)
dp

− 1
s2

LxLt

[
∂

∂x

(
x

∂u

∂x

)
+ xv

]
, (1.8)
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and

dV (p, s)
dp

=
1
s

dG1 (p)
dp

+
1
s2

dG2 (p)
dp

+
1
s2

dG (p, s)
dp

− 1
s2

LxLt

[
∂

∂x

(
x

∂v

∂x

)
+ xu

]
, (1.9)

where F1 (p) , F2 (p), F (p, s) , G1 (p) , G2 (p)and G (p, s) are Laplace transform of
the functions f1 (x) , f2 (x) , f (x, t), g1 (x) , g2 (x) and g (x, t) respectively.
Step 3: By integrating both sides of Eq.(1.8) and Eq.(1.9) from 0 to p with respect
to p, we have

U (p, s) =
F1 (p)

s
+

F2 (p)
s2

+
F (p, s)

s2
− 1

s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂u

∂x

)
+ xv

]
dp,

V (p, s) =
G1 (p)

s
+

G2 (p)
s2

+
G (p, s)

s2

− 1
s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂v

∂x

)
+ xu

]
dp, (1.10)

Step 4: Using double Laplace a domain decomposition methods to define the
solution of the system as u (x, t) and v (x, t) by infinite series as follows:

u (x, t) =
∞∑

n=0

un (x, t) , v (x, t) =
∞∑

n=0

vn (x, t) , (1.11)

Step 5: Operating the inverse double Laplace transform for both sides of Eq.(1.10)
and use Eq.(1.11), we obtain

∞∑
n=0

un (x, t) = f1 (x) + tf2 (x) + L−1
p L−1

s

[
F (p, s)

s2

]

−L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂

∂x

∞∑
n=0

un

)]
dp

]

−L−1
p L−1

s

[
1
s2

LxLt

[∫ p

0

(
x

∞∑
n=0

vn

)
dp

]]
, (1.12)

and
∞∑

n=0

vn (x, t) = g1 (x) + tg2 (x) + L−1
p L−1

s

[
G (p, s)

s2

]

−L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂

∂x

∞∑
n=0

vn

)]
dp

]

−L−1
p L−1

s

[
1
s2

LxLt

[∫ p

0

(
x
∞∑

n=0

un

)
dp

]]
. (1.13)
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In particular, we have

u0 = f1 (x) + tf2 (x) + L−1
p L−1

s

[
F (p, s)

s2

]
v0 = g1 (x) + tg2 (x) + L−1

p L−1
s

[
G (p, s)

s2

]
, (1.14)

and the rest terms can be written as follows

un+1 = −L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂

∂x

∞∑
n=0

un

)]
dp

]

−L−1
p L−1

s

[
1
s2

LxLt

[∫ p

0

(
x
∞∑

n=0

vn

)
dp

]]
, (1.15)

and

vn+1 = −L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂

∂x

∞∑
n=0

vn

)]
dp

]

−L−1
p L−1

s

[
1
s2

LxLt

[∫ p

0

(
x
∞∑

n=0

un

)
dp

]]
. (1.16)

where LxLt is double Laplace transform with respect to x, t and double inverse
Laplace transform is denoted by L−1

p L−1
s with respect to p, s. Here, we provide

double inverse Laplace transform with respect to p and s exist, for each terms in
the right hand side of Eqs.(1.14), (1.15) and (1.16). In order to confirm our method
for solving the singular one dimensional coupled hyperbolic equations, we consider
the following example:

Example 1. Consider the following nonhomogeneous form of a singular one di-
mensional system of hyperbolic equations:

∂2u

∂t2
− 1

x

(
x

∂u

∂x

)
x

− v = −x2 sin t− 4 sin t− x2 cos t,

∂2v

∂t2
− 1

x

(
x

∂v

∂x

)
x

− u = −x2 cos t− 4 cos t− x2 sin t, (1.17)

subject to the initial condition

u (x, 0) = 0,
∂u (x, 0)

∂t
= x2, v (x, 0) = x2,

∂v (x, 0)
∂t

= 0, (1.18)

By using the above steps, we obtain

un+1 = x2 sin t + 4 sin t + x2 cos t− 4t− x2

−L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[(
x

( ∞∑
n=0

unx (x, t)

)
x

)
x

]
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[( ∞∑
n=0

vnx (x, t)

)]
dp

]
(1.19)
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and

vn+1 = x2 cos t + 4 cos t + x2 sin t− 4− x2t

−L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[(
x

( ∞∑
n=0

vnx (x, t)

)
x

)
x

]
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[( ∞∑
n=0

unx (x, t)

)]
dp

]
(1.20)

By using Eqs.(1.14), (1.15)and (1.16) the components are given by

u0 = x2 sin t + 4 sin t + x2 cos t− 4t− x2

v0 = x2 cos t + 4 cos t + x2 sin t− 4− x2t

and

u1 = −L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂

∂x
u0

)
+ xv0

]
dp

]
= L−1

p L−1
s

[
4

ps2 (s2 + 1)
+

8
ps (s2 + 1)

+
2

p3s (s2 + 1)
+

4
p3s2 (s2 + 1)

− 8
ps3

− 2
p3s4

]
u1 = 4t− 4 sin t− 8 cos t + x2 − x2 cos t + 8 + x2 + x2t− x2 sin t− 4t2 − 1

6
x2t3

and

v1 = −L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂

∂x
v0

)
+ xu0

]
dp

]
v1 = 4− 8 sin t− 4 cos t + x2 − x2 cos t + 8t + x2 + x2t− x2 sin t− 4

3
t3 − 1

2
x2t2

In the same manner, we obtain that

u2 = 4t2 + 8 cos t− 8 + 12 sin t− 12t + 2t3 − 1
10

t5

+
1
2
x2t2 − x2t + x2 cos t− x2 + x2 sin t +

1
6
x2t3 − 1

24
x2t4

and

v2 =
4
3
t3 + 8 sin t− 8t + 12 cos t− 12 + 6t2 − 1

2
t4

+
1
2
x2t2 − x2t + x2 cos t− x2 + x2 sin t +

1
6
x2t3 − 1

120
x2t5

It is obvious that the self-cancelling some terms appear between various components
and the connected by coming terms, then we have,

u (x, t) = u0 + u1 + u2 + ..., v (x, t) = v0 + v1 + v2 + ...

Therefore, the exact solution is given by

u (x, t) = x2 sin t and v (x, t) = x2 cos t
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2. Singular nonlinear one dimensional system of hyperbolic
equations

In this section, we discuss the use of modified double Laplace to solve the singular
nonlinear one dimensional system of hyperbolic equations which is given by

∂2u

∂t2
− 1

x

(
x

∂u

∂x

)
x

− v
∂u

∂x
= f (u) ,

∂2v

∂t2
− 1

x

(
x

∂v

∂x

)
x

− u
∂v

∂x
= g (u) , (2.1)

subject to Eq.(1.7) where f (u) and g (u) are nonlinear functions. To obtain the
solution of Eq.(2.1) we apply our method as follows.
Step 1: Multiplying equation Eq.(2.1) by x

Step 2: Using Lemma 1 and definition of the double Laplace transform of partial
derivatives for equations in step 1 and single Laplace transform for initial condition.
Step 3: Integrating the obtained equations with respect to p, from 0 to p

Step 4: Operating the inverse double Laplace transform for equations. We obtain

u (x, t) = f1 (x) + tf2 (x)− L−1
p L−1

s

[
1
s2

∫ p

0

LxLt [xf (u)] dp

]
−L−1

p L−1
s

[
1
s2

LxLt

[∫ p

0

∂

∂x

(
x

∂u

∂x

)
+ xv

∂u

∂x
dp

]]
, (2.2)

and

v (x, t) = g1 (x) + tg2 (x)− L−1
p L−1

s

[
1
s2

∫ p

0

LxLt [xg (u)] dp

]
−L−1

p L−1
s

[
1
s2

LxLt

[∫ p

0

∂

∂x

(
x

∂v

∂x

)
+ xu

∂v

∂x
dp

]]
. (2.3)

The modified double Laplace decomposition methods (MDLDM) which define the
solution of the singular one dimensional system of hyperbolic equations that can
be represented as a power series are defined by Eq.(1.11). The nonlinear operators
can be defined as follows

N1 =
∞∑

n=0

An, and N2 =
∞∑

n=0

Bn, (2.4)

where An and Bn are given by:

An =
1
n!

(
dn

dλn

[
N1

∞∑
i=0

(λnun)

])
λ=0

,

Bn =
1
n!

(
dn

dλn

[
N2

∞∑
i=0

(λnvn)

])
λ=0

. (2.5)

Here, A domain’s polynomials An and Bn are given by:

A0 = v0u0x

A1 = v0u1x + v1u0x

A2 = v0u2x + v1u1x + v2u0x. (2.6)
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and

B0 = u0v0x

B1 = u0v1x + u1v0x

B2 = u0v2x + u1v1x + u2v0x. (2.7)

By substituting Eqs.(2.4) and (2.5) into Eqs.(2.2) and (2.3) we obtain

u0 = f1 (x) + tf2 (x) , v0 = g1 (x) + tg2 (x) , (2.8)

and the rest terms can be written as follows

un+1 = −L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
xf

( ∞∑
n=0

un

)]
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂

∂x

∞∑
n=0

un

)]
dp

]

−L−1
p L−1

s

[
1
s2

LxLt

[∫ p

0

(
x
∞∑

n=0

An

)
dp

]]
, (2.9)

and

vn+1 = −L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
xg

( ∞∑
n=0

un

)]
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0

LxLt

[
∂

∂x

(
x

∂

∂x

∞∑
n=0

vn

)]
dp

]

−L−1
p L−1

s

[
1
s2

LxLt

[∫ p

0

(
x
∞∑

n=0

Bn

)
dp

]]
. (2.10)

where LxLt is double Laplace transform with respect to x, t and double inverse
Laplace transform is denoted by L−1

p L−1
s with respect to p, s. Here, we provide

double inverse Laplace transform with respect to p and s exist for each terms in
the right hand side of Eqs.(2.9) and (2.10).

3. Convergence analysis of the method

In this part, we will discuss the convergence analysis of the modified double Laplace
decomposition methods for the singular nonlinear one dimensional system of hy-
perbolic equations which is given by

∂2u

∂t2
− 1

x

(
x

∂u

∂x

)
x

− v
∂u

∂x
= f (u) ,

∂2v

∂t2
− 1

x

(
x

∂v

∂x

)
x

− u
∂v

∂x
= g (u) , (3.1)
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We propose to extend this idea given in [4], for all u, v ∈ H. We define H as
H = L2

µ((a, b)× [0, T ]), where a � 0 and

u : (a, b)× [0, T ] → R× R, with ‖u‖2H =
∫
Q

xu2 (x, t) dxdt

(u, v) =
∫
Q

xu (x, t) v (x, t) dxdt,

where Q = (a, b)× [0, T ] and

H =
{

(u, v) : (a, b)× [0, T ], with
L−1

p L−1
s

[
1
s2

∫ p

0
LxLt [u (x, t)] (p, s) dp

]
(x, t) < ∞

}
.

Multiplying both sides of Eq.(3.1) by x, and write the equation in the operator
form as follows:

L (u) = x
∂2u

∂t2
=

∂u

∂x
+ x

∂2u

∂x2
+ xv

∂u

∂x
+ xf (u) ,

L (v) = x
∂2v

∂t2
=

∂v

∂x
+ x

∂2v

∂x2
+ xu

∂v

∂x
+ xg (v) , (3.2)

where |x| ≤ b. For L is hemicontinuous operator, consider the following hypothesis:
1.(H1) (L (u)− L (w) , u− w) ≥ k ‖u− w‖2 and (L (v)− L (w) , v − w) ≥ k ‖v − w‖2 ;
k > 0,∀u, v, w ∈ H
2.(H2) whatever may be M > 0, there exist a constant C (M) > 0 such that for
u, w ∈ H with ‖u‖ ≤ M, ‖v‖ ≤ M, ‖w‖ ≤ M we have:

(L (u)− L (w) , z) ≤ C (M) ‖u− z‖ ‖w‖ , and (L (v)− L (z) , w) ≤ C (M) ‖v − z‖ ‖w‖

for every w, z ∈ H. In the next Theorem we follows [3, 1, 2].

Theorem 1. (Sufficient condition of convergence ) The Modified double Laplace
decomposition methods applied to the singular nonlinear one dimensional system
of hyperbolic equations Eq.(3.2) without initial and boundary conditions, converges
towards a particular solution.

Proof. First, we verify the convergence hypothesis H1 for the operator L(u), L(v)
of Eq.(3.2). we use the definition of our operator L, and then we have

L (u)− L (w) =
(

∂u

∂x
− ∂w

∂x

)
+
(

x
∂2u

∂x2
− x

∂2w

∂x2

)
+
(

xv
∂u

∂x
− xv

∂w

∂x

)
+ x (f (u)− f(w))

=
∂

∂x
(u− w) + x

∂2

∂x2
(u− w)

+xv
∂

∂x
(u− w) + x (f (u)− f(w)) , (3.3)
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and

L (v)− L (w) =
(

∂v

∂x
− ∂w

∂x

)
+
(

x
∂2v

∂x2
− x

∂2w

∂x2

)
+
(

xu
∂v

∂x
− xu

∂w

∂x

)
+ x (g (v)− f(w))

=
∂

∂x
(v − w) + x

∂2

∂x2
(v − w)

+xu
∂

∂x
(v − w) + x (g (v)− f(w)) , (3.4)

therefore,

(L (u)− L (w) , u− w) =
(

∂

∂x
(u− w) , u− w

)
+
(

x
∂2

∂x2
(u− w) , u− w

)
+
(

xv
∂

∂x
(u− w) , u− w

)
+(x (f (u)− f(w)) , u− w) . (3.5)

and

(L (v)− L (w) , v − w) =
(

∂

∂x
(v − w) , v − w

)
+
(

x
∂2

∂x2
(v − w) , v − w

)
+
(

xu
∂

∂x
(v − w) , v − w

)
+(x (g (v)− f(w)) , v − w) . (3.6)

According to the coercive operator the differential operator ∂
∂x and ∂2

∂x2 in H , then
there exists constants α, β, δ > 0 such that(

∂

∂x
(u− w) , u− w

)
≥ α ‖u− w‖2 , (3.7)

and

−
(

x
∂2

∂x2
(u− w) , u− w

)
≤ |x|

∥∥∥∥ ∂2

∂x2
(u− w)

∥∥∥∥ ‖u− w‖

≤ bβ ‖u− w‖2 ,

⇔(
x

∂2

∂x2
(u− w) , u− w

)
≥ −bβ ‖u− w‖2 (3.8)
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where |x| ≤ b, and ‖u‖ ≤ M, ‖v‖ ≤ M, ‖w‖ ≤ M , and according to the Schwartz
inequality, we get

−
(

xv
∂

∂x
(u− w) , u− w

)
≤ |x| ‖v‖

∥∥∥∥ ∂

∂x
(u− w)

∥∥∥∥ ‖u− w‖

≤ bMδ ‖u− v‖ ‖u− v‖
≤ bMδ ‖u− w‖2

≤ bδM ‖u− w‖2

hence, (
xv

∂

∂x
(u− w) , u− w

)
≥ −bδM ‖u− w‖2 . (3.9)

By using cauchy schwarz inequality, where σ > 0 and f is Lipschitzian function,
we have

(−x (f (u)− f(w)) , u− w) ≤ |x| ‖f (u)− f (w)‖ ‖u− w‖
≤ b ‖f (u)− f (w)‖ ‖u− w‖
≤ bσ ‖u− w‖2 ⇔

(x (f (u)− f(w)) , u− v) ≥ −bσ ‖u− w‖2 , (3.10)

substituting Eq.(3.7), Eq.(3.8), Eq.(3.9) and Eq.(3.10) into equation Eq.(3.5) give

(L (u)− L (w) , u− w) ≥ (α− bβ − bδM − bσ) ‖u− w‖2

(L (u)− L (w) , u− w) ≥ k ‖u− w‖2 .

where
k = α− bβ − bδM − bσ > 0.

By the same method for Eq.(3.6) there exists constants ζ, η, λ, ρ > 0 we obtain
that

(L (v)− L (w) , v − w) ≥ (ζ − bη − bλM − bρ) ‖v − w‖2

(L (v)− L (w) , v − w) ≥ k1 ‖v − w‖2 ,

where
k1 = ζ − bη − bλM − bρ > 0.

So the hypothesis (H1) holds. Now we verify the convergence hypotheses (H2) for
the operator L(u) and L(v) for every M > 0, there exist a constant C (M) > 0
such that for u, v, w ∈ H with ‖u‖ ≤ M, ‖v‖ ≤ M,

(L (u)− L (w) , z1) ≤ C (M) ‖u− w‖ ‖z1‖ ,

for every z1, z2 ∈ H. For that we have,

(L (u)− L (w) , z1) =
(

∂

∂x
(u− w) , z1

)
+
(

x
∂2

∂x2
(u− w) , z1

)
+
(

xv
∂

∂x
(u− w) , z1

)
+(x (f (u)− f(w)) , z1) .
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By using the cauchy Schwartz inequality and the fact that u and w are bounded,
we obtain the following:(

∂

∂x
(u− w) , z1

)
≤ α1 ‖u− w‖ ‖z1‖ ,

(
x

∂2

∂x2
(u− w) , z1

)
≤ bβ1 ‖u− w‖ ‖z1‖ ,

(
xv

∂

∂x
(u− w) , z1

)
≤ α2 |x| ‖v‖ ‖u− w‖ ‖z1‖

≤ bα2M ‖u− w‖ ‖z1‖ ,

and
(x (f (u)− f(w)) , z1) ≤ bσ1 ‖u− w‖ ‖z1‖

where |x| ≤ b and the constants α1, β1, α2, σ1 > 0, we have:

(L (u)− L (w) , z1) ≤ (α1 + bβ1 + bα2M + bσ1) ‖u− w‖ ‖z1‖
= C (M) ‖u− w‖ ‖z1‖ ,

where
C (M) = (α1 + bβ1 + bα2M + bσ1) ,

and

(L (v)− L (w) , z2) =
(

∂

∂x
(v − w) , z2

)
+
(

x
∂2

∂x2
(v − w) , z2

)
+
(

xu
∂

∂x
(v − w) , z2

)
+(x (g (v)− f(w)) , z2) .

Similarly, we get,

(L (v)− L (w) , z2) ≤ (ζ1 + bη1 + bλ1M + bρ1) ‖v − w‖ ‖z2‖
= C (M) ‖v − w‖ ‖z2‖ ,

where C (M) = ζ1 + bη1 + bλ1M + bρ1 and ζ1, η1, λ1, ρ1 > 0,have therefore (H2)
holds. This completes the proof. �

Conclusion 1. In this work, first a double Laplace transform algorithm which
is based on the Adomian decomposition method is used for solving the linear and
nonlinear singular one dimensional system of hyperbolic equations. Second, we
presente a convergence proof of the (DLADM) applied to the nonlinear singular
one dimensional system of hyperbolic equations.
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